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Abstract

This study aims to forecast the number of anxiety disorders patients who would be 
seeking treatment at an outpatient clinic in 2011 by comparing two Artificial Neural  
Network (ANN) models and selecting the most powerful model. Data were collected  
from the Prasrimahabhodi Psychiatric Hospital database. In order to develop a forecasting 
model, we used 4 years of data from January 2007 to December 2010 to construct the 
demand forecast model, whereas those from the following year (January to December 
2011) were used to evaluate the model. Forecasted models were constructed with two ANN 
models: Radial Basis Function (RBF) and Multi-Layer Perceptron networks (MLP).  
The forecast accuracies for the models were evaluated via Mean Absolute Percentage 
Error (MAPE). The RBF was selected as the final model. The results demonstrated  
that monthly anxiety disorders patient visits can be predicted with good accuracy  
using the RBF model technique in time series analysis since the MAPE is below 20%.  
The majority of patients was female, married, farmers, aged between 40-59 years old and 
diagnosed with other anxiety disorders (F41). An average of one hundred and fifty patients 
of all ages attended each month at outpatient services with the highest being 244 and the 
lowest 76. The forecast cases exceeded the actual clinical cases in the 20-39 age groups. 
Accurate forecasting of outpatient visits can play a significant role in the management of 
a health care system.
Keywords: Radial basis function, Multi-layer perceptron networks, Anxiety disorders

1. Introduction 

	 Anxiety disorders were classified 
into six broad categories: traumatic stress 
disorder, panic disorder, generalized anxiety 
disorder Obsessive-compulsive  disorder, 
phobias and other anxiety disorders (1). 

Anxiety disorders are common mental  
disorders affecting the U.S. population. 
Approximately 18.9 million people in 2004, 
21.4 million in 2009,or nearly 29% of  
the population, will experience anxiety 
disorders at some point in their lives (2-4), 
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especially generalized anxiety disorder 
(about 18%) (5). In Thailand the prevalence 
of anxiety disorders was approximately 
16.4% in 2004 (6). The negative impact of 
anxiety disorders with respect to several 
chronic physical and mental illnesses has 
been well documented. These illnesses  
include cancer, hypertension, chronic pain, 
asthma, cardiac disease and depression  
(7-9). A significant amount of productivity 
and economic loss is attributable to anxiety 
disorders and related comorbidity. Several 
studies of patients with anxiety disorders 
have shown that the disorders have a  
deleterious effect on role impairment, work 
productivity, health-related quality of life 
(10), and increased utilization of healthcare 
resources (9, 11). 

Anxiety disorders are the most  
common psychological disturbances that 
lead people to seek mental health services. 
Prior studies have documented an  
increasing trend in outpatient visits for the 
treatment of anxiety disorders (12-14).  
The rate of outpatient treatment for anxiety 
disorders increased from 0.43 visits per  
100 persons in 1987 to 0.83 in 1999 (14). 
Specifically, prevalence rates of anxiety 
disorders are generally higher in women 
across age groups (12, 15). However,  
prevalence rates for men are higher than 
women of the same age in the 16-19, 30-34, 
and 45-49 year-old groups in the UK (16) 
and in the 45-54 and 65+ year-old groups 
in Australia (17). Furthermore, anxiety  
disorders were associated with education 
and patients with public insurance (4).

The outpatient unit in a hospital is an 
important part of its organization. A forecast 
of outpatient visits is absolutely necessary 
in order to manage the hospital, arrange 
human and material resources, and control 
finances reasonably well (18). Moreover, 

knowing the number of outpatient visits can 
help health care administrators in  
decision-making and planning for future 
events. Forecasting is the foundation for 
greater and better utilization of resources 
and increased levels of outpatient care.  
In general, an outpatient visit forecasting 
system can play the role of a decision  
support system for management. It can 
improve the overall performance of a  
department resulting in greater productivity 
and more patient satisfaction. 

It is obvious that forecasting activities 
play an important role in many areas of an 
institute. The traditional time series method 
can predict problems arising from a new 
trend but fail to forecast the problems with 
linguistic data. Besides, the traditional time 
series method requires more historical data 
and the data must be in normal distribution. 
Recently, it has been observed that the data 
mining approach to time series analysis and 
forecasting is often more powerful and more 
flexible than classic statistical techniques 
such as regression, autoregressive integrated  
moving average (ARIMA) and artificial 
intelligence (AI) techniques such as  
artificial neural networks (ANNs), fuzzy 
logic and genetic algorithms (GAs). 

ANNs in data mining are a popular 
technique for forecasting in time series and 
have been successfully used in forecasting 
complex problems. Although ANNs can be 
time consuming, they provide low error rate 
models. Also, a major advantage of ANNs 
is their ability to model both linear and 
nonlinear relationships. Several research 
studies have compared the capability of 
ANN with conventional techniques in the 
field of medicine (19-21). For instance, 
Guan, Huang and Zhou (21) used ANN  
and ARIMA to forecast the incidence of 
hepatitis A. Their result showed ANN  
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superior to ARIMA. Furthermore, ANN 
models are better in terms of their ability to 
handle non-linear problems.

In this current study, ANN models: 
radial basis function (RBF) and multi-layer 
perceptron networks (MLP) were compared 
to determine an optimum model. Then,  
the final model was applied to the anxiety 
disorders data in order to forecast the  
number of outpatients with anxiety  
disorders to the year 2011. If we could  
forecast the number more accurately, it 
would help the health care administration 
effectively manage operations and resource 
distribution. 

2. Methods

2.1	 Data source
	 The Prasrimahabhodi Psychiatric 

Hospital is a 550-bed tertiary health care 
institution located in Northeast Thailand. It, 
one of seventeen mental hospitals, belongs 
to the Thai Department of Mental Health 
under the Public Health Ministry. In the 

present study, the data analyzed were  
obtained from the hospital’s internal  
database. It is a large database of psychiatric  
patients in the northeast region of Thailand. 
This study employed the summed numbers 
of patient visits to the outpatient clinic per 
month, excluding their identities (names 
and hospital numbers or identification  
information). The study has also been  
approved by the Research Ethics Committee  
of Prasrimahabhodi Psychiatric hospital. 
The data then underwent several stages of 
quality checks to delete duplicated records 
and correct errant variable coding.

	 Outpatient records of visitors with 
a primary diagnosis of anxiety disorders 
(ICD-10 diagnosis  code F40-F48)  
diagnosed by an experienced psychiatrist 
were identified and retrieved from the IT 
department. Patients were included in the 
anxiety disorders group if their diagnosis 
met the inclusion criterion as shown in  
Table 1.

Table 1.	ICD-10 codes and descriptors for anxietydisordersvisits

ICD-10 code ICD-10 Descriptors

F40 Phobic anxiety disorders

F41 Other anxiety disorders

F42 Obsessive-compulsive disorder

F43 Reaction to severe stress, and adjustment disorders

F44 Dissociative [conversion] disorders

F45 Somatoform disorders

F48 Other neurotic disorders
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2.2	 Sample
	 We performed a retrospective 

analysis of computerized records for  
outpatient anxiety disorders visits from 
2007 to 2011. We selected 5 years to provide 
a sufficiently long time series to enable us 
to detect any effect on monthly rates of 
anxiety complaints. The original dataset 
contained 9,160 visiting cases. All data sets 
were used. 

2.3	 Data analysis
	 The number of outpatient anxiety 

disorders visits was analyzed over time by 
age and sex due to several missing values 
in other demographic variables. For this 
study, we used ANN to forecast the number 
of outpatient visits at Prasrimahabhodi  
Psychiatric Hospital .  The monthly  
observations are between 01 January 2007 
and 31 December 2011. The hold out  
method was utilized to divide data into  
triaging and test sets. The advantage of  
this method is that it is usually preferable 
to the residual method and waste less time 
to compute (22). The complete analysis data 
were divided into two sub-data sets:  
the training dataset (2007/1/1-2010/12/31) 
so the time series include 7,921 observations;  
and the testing data set (2011/1/1-2011/ 
12/31) so the time series include 1,239 
observations. Each month on the prediction 
of 2011 was evaluated.

	 We examined different techniques 
of ANNs (RBF and MLP networks) to  
obta in  more  accura te  out  sample  
predictions. In the next section, brief  
information about ANNs is presented.

2.4	 Modeling technique
	 Artificial neural networks
	 ANNs are a computational tool 

inspired by the way the biological nervous 
systems, such as the brain and process  
information. They consist of a processing 

elements set (called neurons) and the  
connection between the neurons. This  
technique provides an efficient model  
for modeling complex input-output  
relationships which learn directed from  
data during modeled (23-25). The basic 
architecture of ANNs consists of the input, 
hidden and output layers.

	 The input layer is a layer that  
introduces the data into the network.  
The hidden layer performs the internal  
calculation of the neural network model and 
the data are processed. The output layer 
performs the summation of all the input 
weighted with a linear output that the results 
of given input are produced.The most  
commonly used ANN methods are radial 
basis function and multi-layer perceptron 
networks. Both the RBF and MLP networks 
are normally employed in the same kind  
of application (nonlinear mapping  
approximation and pattern recognition), 
however, their internal calculation  
structures are different. They can use in both 
classification and regression problems (26). 
In this paper we used them for regression 
problem. 

	 Radial basis function network
	 The RBF network for regression 

(RBFregressor) is becoming an increasingly  
popular ANN with diverse applications such 
as computer science and engineering (27). 
It is a feed-forward neural network to the 
linear output layer (28). The RBF network 
has three layers. The input layer is made up 
of source nodes. The hidden layer is  
connected directly to all of the nodes in the 
input layer. The output layer is a  linear 
combination  of radial basis functions of  
the inputs and neuron parameters.The  
relationship between the output yt+1 and  
the inputs y1, y2, y3.. , yt are calculated in 
Equation 1. 
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yt+1 = α0 + α j
j=1

q

∑ g(βij + βij yt−i+1∑ )+ ε 	 (1)

	 whereα j (j=0,1,2…,q) and βij  
(i = 0,1,2…,p; j=1,2,3…,q) are the model 
parameters called connection weights, p  
is the number of input nodes and q is the 
number of hidden nodes. Yu et al. (29) 
pointed out that the RBF network has the 
advantages of an easy design and is less 
time consuming for training the model.  
For example, Magudeeswaran and Suganya-
devi (24)compared the performance of 
modified radial basis function network and 
other neural networks to predict the blood 
glucose level for the diabetes patients.  
The experimental results displayed that the 
modified RBF obtained better results than 
other neural networks.

	 Multi-layer perceptron network
	 The MLP network for regression 

(MLPregressor) is a front forward neural 
network model and the most widely used in 
time series prediction. It can use from one 
hidden layer to multiple layers. Each hidden 
layer is fully connected to the succeeding 
layer. The computation of this MLP is  
presented in Equation 2.

Yj = f ( wij Xiji∑ ) 	 (2)

	 Where Yj is the output of node j, 
wij the connection weight between node j 
and node i in the lower layer and Xi the input 
signal from the node i in the lower layer. 
The f() is the transfer function. It trains a 
multilayer perceptron with one hidden  
layer (30). To date, MLP has been widely 
employed to predict the future trend in the 
fields of medical and biological sciences 
(20, 26). For example, Memarian and  
Balasundram (31) compared the predictive 

performance of the MLP and RBF for  
forecasting suspended sediment discharge 
at the Langat River, Malaysia using time 
series of daily water discharge as the input 
data. The results demonstrated that MLP has 
slightly better output than the RBF network 
model in predicting suspended sediment 
discharge.

2.5	 Model evaluation
	 In order to decide the model with 

higher accuracy in a fitted series value, the 
Mean Absolute Percentage Error (MAPE) 
was calculated. MAPE is the average of the 
absolute values of the percentage of the 
forecast errors. The formula for calculating 
MAPE is given as:

MAPE =
At − Ft
Att=1

n

∑ 100%
n 	 (3)

	 where tA is the actual value  
(target), 

tF is the forecasting value (network 
output) and n is number of events. MAPE 
represents the relative scale of the forecast-
ing error between the forecasted value, 
which is a series variable, and the actual 
values; the smaller the error, the more  
accurate the forecast is. A MAPE of 0% 
denotes a perfect fit of the model. If the 
MAPE is less than 20% it can be regarded 
as having good accuracy. A MAPE of less 
than 30% is considered as reasonably good 
while a MAPE of more than 30% can be 
regarded as an inaccurate forecast (32, 33). 
The model finally selected was then applied 
to the research data to forecast the number 
of outpatient anxiety disorders visits. 

3. Results

3.1	 Sample characteristics
	 The characteristics of anxiety 

disorders outpatients are presented in Table 
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2. Subjects included 9,160 anxiety disorders 
patients who were seeking treatment at an 
outpatient clinic between January 2007 and 
December 2011. Mean patient age was 
46.12 years (±15.55). The majority of  
patients was aged between 40-59 years old 
(45.64%), female (71.26%), married 
(72.06%), farmer (60.88%) and had a  

primary education level (68.37%).  
Six thousand, one hundred and sixteen  
individuals (66.77%) were diagnosed  
with other anxiety disorders (F41).  
Approximately 30% were also diagnosed 
with reaction to severe stress, and adjustment  
disorders (F43).

Table 2.	Patient descriptions
Characteristics  n  %
Sex
 Male 2,632  28.73 
 Female 6,527  71.26 
Age
< 20 years 586  6.40 
 20- 39 years 2,604  28.43 
 40 -59 years 4,181  45.64 

≥  60 years 1,739  18.98 
Marital status
 Single 1,343  14.66 
 Married 6,601  72.06 
 Divorced 809  8.83 
 Widowed 214  2.34 
 Unknown 169  1.84 
Educational status
 No schooling 142  1.55 
 Primary level 6,263  68.37 
 Secondary level 1,646  17.97 
 Occupational level 292  3.19 
 Higher education level 684  7.47 
 Unknown 133  1.45 
Occupational status
 Farmer 5,577  60.88 
 Worker 69  0.75 
 Business owner 647  7.06 
 Civil servant 99  1.08 
 Monk 112  1.22 
 Professional 18  0.20 
 Unknown 2,638  28.80 
Primary diagnosis
 F40 54  0.59 
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Table 2.	Patient descriptions (continued.)
Characteristics    n     %
 F41 6,116  66.77 
 F42 40  0.44 
 F43 2,790  30.46 
 F44 37  0.40 
 F45 120  1.31 
 F48 3  0.03 

3.2	 Construction and validation of 
models

	 In order to compare the adequacy 
and performance of the constructed model, 
the MAPE was calculated. Table 3 presents 
that the average MAPE of the all patients 
for the RBF (Total) was 15.59 and 38.39 for 
the MLP, respectively. The experimental 
result shows that RBF models can forecast 
with the lowest MAPE (8.83%) the number 
of patientsaged 40-59 who had visits in 

December 2011. However, MLP models 
give the highest MAPE (512.38%) for  
forecasting the number of patients aged 
lower than 20 who had visits in February 
2011. This is due to the fact that anxiety 
disorders visits represent a relatively small 
percentage of patients aged 20 or lower. 
From model comparison, the RBF method 
was chosen in order to forecast the number 
of outpatient visits with anxiety disorders. 

Table 3.	MAPE comparison between RBF and MLP models

Month RBF MLP

Total Male Female P1 P2 P3 P4 Total Male Female P1 P2 P3 P4

Jun. 17.81 21.10 16.20 73.98 35.23 26.83 38.98 29.03 36.92 49.84 420.74 70.36 27.75 38.49

Feb. 17.71 22.40 15.83 57.99 35.67 30.36 41.30 30.73 34.89 45.39 512.38 69.89 22.14 40.30

Mar. 16.24 23.36 16.08 58.73 30.20 33.43 43.46 32.97 25.37 42.72 402.87 64.07 26.95 43.77

Apr. 17.39 24.81 17.40 52.94 32.63 34.92 44.33 36.95 28.25 35.26 396.74 40.93 26.43 48.39

May. 15.69 25.22 14.73 50.00 22.86 35.45 49.02 35.35 38.41 22.52 225.13 45.28 31.78 47.44

Jun. 11.33 28.18 11.25 41.17 24.94 38.59 47.65 38.60 38.08 29.49 90.18 48.43 26.37 33.23

July. 12.46 27.11 11.76 46.09 24.62 38.47 48.57 38.98 41.55 30.55 48.68 54.85 29.09 34.86

Aus. 15.06 26.23 13.52 54.57 26.62 36.61 47.55 38.37 42.22 41.19 49.21 28.89 37.41 39.88

Sep. 16.59 21.03 16.79 60.09 27.20 32.92 48.47 38.74 43.58 22.79 175.83 28.75 42.08 39.58

Oct. 18.21 15.56 16.60 68.87 25.91 29.46 44.70 54.50 23.08 25.60 511.83 16.21 36.15 52.04

Nov. 16.16 21.22 20.23 64.95 23.45 28.90 59.32 23.23 52.66 18.93 130.51 24.19 43.61 22.23

Dec. 12.42 16.01 10.61 112.08 16.44 8.83 57.79 63.20 59.91 36.59 27.61 46.65 160.10 34.70

Avg. 15.59 22.69 15.08 61.79 27.15 31.23 47.59 38.39 38.74 33.40 249.31 44.88 42.49 39.58

Std. 2.23 3.83 2.71 17.57 5.30 7.67 5.74 10.38 10.16 9.57 179.74 17.17 36.04 7.65
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3.3	 Forecasting the number of  
outpatient visits

	 In the implementation, the  
number of anxiety disorders visits in the 
outpatient clinic at Prasrimahabhodi  
Psychiatric Hospital was forecasted by  
using the RBF method. The monthly figures 
are between 01 January 2007 and 31  
December 2011. A graph of the time series 
can be seen in Figure 1. The lowest  
outpatient visits could be seen at the end of 
the year 2011, and they slightly increased 
with a dramatic fluctuation during  

2008-2009. Visual inspection of this group 
shows a definite peak in the number of 
anxiety disorders patients in October 2008, 
2009 and again in October 2010. Besides, 
the graph shows a dramatic decrease in the 
number of anxiety disorders patients in 
November every year. On an average, there 
were about 152 monthly anxiety disorders 
patient visits during the period January 2007 
to December 2011. The number of anxiety 
disorders outpatients was the highest at 244 
persons in October 2008 and the lowest in 
December 2011 with 76 persons. 

Figure 1.	 The trend in the number of anxiety patient between 2007 and 2011

	 In order to show the forecast  
results visually, the actual values and the 
forecast obtained from the RBF model are 
shown in Figure 2-4. According to Figure 
2, the model shows there being a relatively 
high number of anxiety disorders patients 
in June and September, and a low number 
in May and October as well as at the end of 

the year. The model of forecast cases versus 
actual clinical anxiety disorders cases gives 
a MAPE of 15.59%. The forecasted number 
of cases exceeded the actual cast in the first 
half of the year. The model also forecasted 
cases with lower errors against real cases in 
the middle of the year.
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Figure 2. The graph of the actual and the forecast values 

	 We next consider forecast results 
for two groups: male and female. Figure 3 
illustrates that actual clinical cases exceeded  
the forecasted cases in males while the  
actual cases exceeded the forecasted cases 
in females from the middle of April until 
the end of the year. The models also  

forecasted cases with lower errors against 
real cases in the first half of the year for 
male and in the middle of the year for  
female. The average of MAPE value is 
18.88%. The optimal model of forecast 
cases versus actual clinical female cases 
gives a MAPE of 15.08.

Figure 3. Comparison between actual values and forecasted values by sex

The third application was to predict 
the number of outpatient anxiety disorders 
visits by age. We excluded patients under 
20 years of age due to the small number of 
patients. The estimated number of anxiety 
disorders outpatient was greatest in the  
40-59 age group. However, the number of 

anxiety disorders outpatient visits in the 
40-59 age group has decreased slightly 
while the numbers remained the same in the 
20-39 and older age groups. The actual 
cases exceeded the forecast  cases in the  
40-59 age group (P3) and the older age 
group (P4). On the other hand, our model 
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forecasted cases above the actual cases in 
the 20-39 age group (P2) at the beginning 
of the year. The monthly forecasting P2, P3 
and P4 patients were 24.55, 32.46 and 

14.40, respectively. The averages of MAPE 
of models of P2, P3 and P4 are 27.15 %, 
31.23%, and 47.59%, respectively. The 
average of MAPE of all models is 35.32%.

P2 P3 P4

Figure 4. Comparison between forecasted values vs. actual values by ranges of age

4. Discussions

The use of forecasting methods in 
healthcare settings is very helpful in  
developing hypotheses to explain and  
predict the dynamics of the observed  
phenomena and subsequently in the  
establishment of a schedule for human  
resources and improved patient care. In this 
study, the number of outpatient visits at 
Prasrimahabhodi Psychiatric Hospital is 
forecasted by using the radial basis function 
network. The results indicated a strong 
agreement between model predictions and 
actual values.

During the study period, the high 
monthly variations were noted. We found 
that women outnumber men at the  
outpatient anxiety clinic. This is consistent 
with previous reports that prevalence rates 
of anxiety disorders are generally higher  
in women across age groups (12, 14).  
However, the age group with the highest 
number of anxiety disorders outpatient 
group was 40-59 with an average of 152.66 
persons per month. This may be due to  
the fact that women in their 40s and 50s, 
often stretched already by work and  

home stresses, suffer from fatigue, sleep  
problems, hot flashes, and other symptoms 
that can directly contribute to problems with 
mood and emotion.

In the present study we found that the 
highest outpatient visits were in October 
every year. One possible explanation is  
that the maximum number of patients was 
farmers. The farmers become stressed with 
their traditional farm work due to financial 
pressure, physically heavy work and a long 
work hour, especially in harvesting time.  
It was also noted that the number of anxiety 
disorders outpatient cases gradually  
decreased from 2010 to 2011. This may be 
explained by the fact that Prasrimahabhodi 
Psychiatric Hospital is a tertiary referral 
hospital; patients should be referred  
from primary and secondary care hospital. 
Therefore, anxiety disorders patient must 
first seek treatment from primary care. 

Fluctuations occurred in the number 
of outpatient visits throughout the analysis 
year. These fluctuations, which created an 
over-forecasting in females and an  
under-forecasting in males, relative to the 
observed values, had significant effects on 
the forecasting of future patient numbers. 
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In addition, the forecast number of visitors 
was lower than the actual for the male,  
40-59 and over 60 age groups. One possible 
explanation is  that  the number of  
observations has trended lower and  
that would make the model predict a lower 
than actual value. However, the models’ 
forecasting accuracy shows the RBF models 
have the average of MAPE of less than 20% 
except in the age groups, thereby suggesting 
a good degree of accuracy. 

According to the results above, the 
conducted model is reliable and accurate. 
Once a satisfactory model has been  
obtained, it can be used to forecast expected  
numbers of cases for a given number of 
future time intervals. Some limitations of 
this study need to be taken into account 
when interpreting the results. First, the fitted 
models using the number of anxiety  
disorders outpatient during 2007-2010 to 
predict patients in 2011 assumes that past 
anxiety disorders outpatient patterns are 
identical to future patterns, so if the patterns 
are different, the estimated error will be 
greater and the forecast will be less  
accurate. Second, the interval of outpatient 
visit is monthly, so we could not analyze it 
daily in order to get higher predictive  
precision. 
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