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Abstract
The hit-or-miss transformation (HMT), a binary matching between an image and a structuring

element, is a morphological operator. It has become a useful tool for shape detection. However, the HMT
processing time is too expensive in real applications. To use this technique for real-time processing requires
high computational processor. The graphics processing unit (GPU) is designed to draw images or graphics
scenes on the computer screens. GPUs have been rapidly developed to respond to the demand for rendering in
realistic game applications. However, modern GPUs are programmable in offering the capability to execute the
user's code. Due to their high performance and programmability, general purpose computation on GPUs has
become a new research field. In this paper, we present an efficient HMT implementation using a GPU. We
compare the execution time of this GPU implementation with that of CPU implementation. Our proposed
GPU-based HMT perform faster than the CPU-based HMT. This GPU-based HMT can help in speeding up
several real-time image processing applications including the defect detection in hard disk drive industrials.
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Introduction
The graphics processing unit (GPU) is a

processing unit designed for accelerating graphics
pipeline operations, such as real-time rendering in
game applications. The demands from the markets
of these applications have been massively driving
the development of GPUs. Therefore, GPUs have
been developed to be the processors with high speed
and computational capabilities. They have an
explicitly parallel programming model which is similar
to the Single Instruction, Multiple Data (SIMD).

Their performance continues to increase as the
transistor counts increase. The latest GPUs have
become programmable, granting users to execute their
functions. According to this programmability, we can
use a GPU not only for traditional graphics applications
but also for general-purpose applications. This new
generation of GPUs has brought us to the new field
of research known as General Purpose computation
on GPU or GPGPU (GPGPU, 2005; Pharr and
Fernando, 2005 ).
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The original task of the GPU is for graphics
operations. To program GPU in general purpose is
complicated for the programmers because of the
differences in available resources, implemented
features, and versions of specialized graphics.
Consequently, there are some efforts to make
general-purpose programming easier by making a
supportive environment. One such environment that
is commonly used is BrookGPU (Buck et al.,
2004;Trancoso and Charalambous, 2005;
Charalambous et al., 2005). Brook is an extension
for C to support the GPGPU. It is a good approach
for porting an application.

Several general-purpose applications have
been ported to the GPU in many areas such as the
Fuzzy C-Means (FCM) algorithm (Hong and Wang,
2004), as well as image processing applications
which include Level Set (LS) algorithm (Hong  and
, 2004), Generalized Distance Transforms (GDT) and
Skeletons (Strzodka and Telea, 2004), Image
Filtering (Sugita et al., 2003; Fialka and Cadik,
2006), etc. All of them have already been shown to
perform faster than CPU applications.  Furthermore,
there are many other research works reporting
experiences in accelerating the execution on the
GPGPU (GPGPU,2005;Owens et al., 2005).
Trancoso and Charalambous showed that the GPGPU
was suitable for more computational intensity
applications. Their work presented that the GPGPU
can also be used as a low-cost alternative architecture
for high-performance computing (Trancoso and
Charalambous, 2005).

Our proposed research focuses on another
intensive computation which is widely used in
image processing applications namely the Hit-or-
miss transformation (HMT). The HMT is a well-known

morphological template matching technique
introduced by Serra (1982). Its objective is to
locate known objects in an image. It has obvious
applications in computer vision and image analysis.
It is also useful for defect detection in many industrial
fields. There are many research works that apply the
HMT as a primary tool for shape detection (Zhao
and Daut, 1991; Khosravi and Schafer, 1996),
However, the HMT is seldom used in real-time  pro-
cessing. This is because its processing time is too
expensive. For this reason, using the HMT in real
applications requires a high computational processor.

According to the SIMD capability of the GPU
we mentioned earlier, it makes the GPU suitable for
running image processing tasks, which usually
involve similar calculations operating on an entire
image. Therefore, we investigate the possibility of
the HMT implementation on the GPGPU. The
performance of the GPU-based HMT is also
compared to that of the CPU-based.

The rest of this paper is organized as follows.
Section II presents a background of the GPU, along
with its programming environments. Section III shows
a brief description of the HMT and the description
of the proposed GPU-based HMT implementation.
The experiments and the results are shown in
Section IV. Finally the conclusions of this paper are
presented in Section V.

Graphics Processing Unit
A. Architecture

The original purpose of the GPU is for the
rendering process which computes pixels on screen
by projecting 3-D coordinate objects. It offers a large
degree of parallelism for accelerate this computation.
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Its model is similar to the Single Instruction,
Multiple Data (SIMD). Therefore, the GPU is naturally
suitable for highly data-parallel computations.

The general GPU is consisted of 2 different
types of processing units: vertex processors and pixel
(or fragment) processors. The vertex processor
performs mathematical operations that transform a
vertex into a screen position. The pixel or fragment
processor, also known as pixel shader, performs the
texturing operations.

Figure 1 shows a diagram of a GPU pipeline.
The vertex processors transform 3-D triangles into
2-D triangles by projecting their vertices onto the
screen. Then, these 2-D triangles are rasterized into
fragments for input to the fragment processors.
Finally, the fragment processors determine the color
of pixels.
B. Programming Environment

Programming GPU in a high-level language
is recently developed to offer GPU programmability.
At first, the high-level language environments were
developed for graphics operation such as Cg from
NVIDIA, and OpenGL Shading Language. Although
they are helpful for graphics applications, still they
are not trivial to be using by general-purpose
applications. Therefore, some researchers develop
high-level language environments for general-purpose
programming. The environment that we use in this
research is BrookGPU from Standford University
(Buck et al., 2004).

Brook abstracts the GPU as a stream processor.
It is an extension of C that contains new stream
variables and a new key word that indicates certain
functions as kernels. The stream is a data collection
which can be operated in parallel. The kernel is a
special function that is applied to the elements of the

input streams to produce each element of the output
streams. Brook compiles kernels into Cg code and
generates C++ code to connect to the kernels. Brook
runtime allows the users to select the processor to
execute their code depending on the value of the
Brook additional environment variable namely
BRT_RUNTIME.

Figure 1. GPU pipeline architecture.

GPU-based HMT Implementation
The hit-or-miss transformation (HMT) is

the result of the intersection of two morphological
erosion operators defined as

A⊗ B = (AΘX)∩[ACΘ(W - X)]

where A is a binary image, AC is the complement of
A, X is an object from the structuring element B,
and W-X is a background containing the structuring
element B. AΘB is the morphological erosion of the
image A by the structuring element B, where
XΘY = {z : Y + z ⊆ X}.
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The HMT like any other morphological
operators has loop codes for indexing each pixel in
both input image and structuring element. Each pixel
in the input image does not change during the
procedure. Accordingly, there are no dependencies
in the data access in the loop. To get the effectiveness
in porting to the GPGPU, we must transform loop
into vectorizable which can be operated in parallel.

In our implementation, we convert the
indexing loop which is used to index pixel in the
input image into vectorizable. Then we extract it and
replace by a kernel function. Before the kernel call,
we have to set the array of the input image into the
input stream. Then, after the kernel call, we also
have to set the output stream back to array of the
output image.

It should be noted that the application of the
proposed GPU-based HMT may be limited by the
GPU limitations such as the size of the stream, the
number of parameters, etc. However, there is a
research that analyzed these limitations and proposed
the solution (Trancoso  and Charalambous, 2005).

Experimental Results
A. Template Matching Results Using GPU-based
HMT

We have implemented the GPU-based HMT
to process large size images to speed up the execution
time. As shown in Figure 2, for example, the
1024x1024 input image that contains disks with
different diameters of 5 to 10 pixels. We apply our
proposed GPU-based HMT to locate all disks with
diameter of 5 pixels. The original image and the
resulting image that shows the location of all
5-pixel diameter disks are shown in Figure 2(a) and
2(b), respectively. The crosses in Figure 2(b)

Figure 2. GPU-based HMT in template matching.

indicate the locations of 5-pixel diameter disks
achieved by the HMT. Because the input image is
the synthetic one that we generate with the prior
knowledge of all disk locations, we can check whether
the output image is correct. We found that it is
completely correct which implies that the proposed
GPU-based HMT is implemented correctly.

(b) Result from GPU-based HMT indicating locations of
5-pixel diameter disks.

(a) Input image.
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B. Computation Performance
The advantage of the proposed GPU-based

HMT is to reduce the execution time. We perform a
quantitative performance comparison between the
GPU-based HMT and CPU-based HMT by using
test images with various sizes. The sizes of the test
images are 256x256, 512x512, and 1024x1024.
The test platform is a 2.41GHz Dual-core AMD
Athlon processor, 1GB RAM, and NVIDIA GeForce
8500GT 256MB at PCI-E. The chart in Figure 3
shows the ratios of the computation times of the CPU-
based HMT and the proposed GPU-based HMT. We
can see that the execution by the GPU is faster than
that by the CPU for all cases. We observe that when
the input image size increases, the proposed GPU-
based HMT can be performed faster by the larger
ratio. It can run faster by 44 times when the input
image size is 1024x1024.

Figure 3. Computation performance comparison of
GPU-based HMT and CPU-based HMT
for different sizes of images.

Conclusions
In this paper, we present the implementation

to perform the hit-or-miss transformation (HMT)
on the GPU. The results show that the HMT can be
properly implemented on the GPU. The results also
show that the proposed GPU-based HMT
implementation is faster than the CPU-based
implementation. When the size of an input image is
bigger, the ratio of the processing times of the CPU-
based HMT implementation to that of the GPU-based
HMT implementation is even larger. That means the
proposed GPU-based HMT provides more speedup
over the CPU-based HMT when the input image is
bigger. This result makes the GPU-based HMT an
alternative approach to implement the HMT in
real-time.

The GPU can potentially be adapted to
implement many other algorithms that require
considerable computation such as shape detection
from a real-time video scene. As the development
of the GPU still depends on realistic graphics appli-
cations, the GPU performance will be improved. That
will open an opportunity to more applications that
may not be implemented with the current technology.
In the future, we plan to continually extend our work
to the gray-scale images and then apply to real
applications.
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